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Abstract

We propose a new algorithm for two-dimensional magnetotelluric (MT) inversion. Our algorithm is an MT inversion
based on the steepest descent method, borrowed from the backpropagation technique of seismic inversion or reverse time
migration, introduced in the middle 1980s by Lailly and Tarantola. The steepest descent direction can be calculated effi-
ciently by using the symmetry of numerical Green’s function derived from a mixed finite element method proposed by
Nédélec for Maxwell’s equation, without calculating the Jacobian matrix explicitly. We construct three different objective
functions by taking the logarithm of the complex apparent resistivity as introduced in the recent waveform inversion algo-
rithm by Shin and Min. These objective functions can be naturally separated into amplitude inversion, phase inversion and
simultaneous inversion. We demonstrate our algorithm by showing three inversion results for synthetic data.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The magnetotelluric (MT) method is to delineate electric conductivity from telluric currents measured on
the earth’s surface. Since most inverse problems in geophysics are nonlinear, many people have tackled them
using Newton-type methods such as Gauss–Newton methods and conjugate-gradient methods. Inversion
using a Gauss–Newton method requires computation of both the Jacobian matrix and the Hessian matrix.
To reduce the computational time and cost for calculating Jacobian matrix, Rodi [16] efficiently calculated
the Jacobin matrix using reciprocity theorem. Reciprocity algorithm has been used also in seismic waveform
inversion [20] and dc inversion [2]. Since the MT method is not a multiple-source problem, the use of
reciprocity theorem in MT inversion is not as computationally economical as in seismic waveform inversion
problem or the dc inversion problem. An improvement over the Gauss–Newton method is the Incomplete
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Conjugate-Gradient method introduced by Mackie–Madden [8]. The Mackie–Madden algorithm uses a con-
jugate gradient iteration in which the matrix equation induced by the governing equation is solved incom-
pletely. This algorithm requires one forward modeling per individual frequency at each iteration and the
Jacobian matrix is calculated as sparse matrix–vector product without computing the Jacobian itself. Their
algorithm was adapted by Zhang et al. [29] to 3-D resistivity inversion. Rodi and Mackie [17] proposed the
nonlinear conjugate algorithm for 2-D MT inversion, which is similar to Mackie–Madden algorithm. New-
man and Alumbaugh [13] extended the algorithm of Rodi and Mackie to 3-D MT inversion.

The main objective of our paper is to develop a new method for magnetotelluric inversion via a classical but
simple steepest descent algorithm. In our new algorithm, we exploit the adjoint state of mixed finite element
method for MT modeling in order to calculate the steepest descent direction without computing Jacobian
matrix. As Pratt et al. [15] predicted in the frequency domain waveform inversion, the seismic waveform inver-
sion based on backpropagation technique could be easily applied to dc inversion, MT inversion and EM inver-
sion. The backpropagation technique is the efficient algorithm for waveform inversion of large-scale geological
models [4,14,15,20]. Ha et al. [2] successfully implemented an adjoint state of mixed finite element technique
for the Poisson equation and adumbrated the possibility of using the mixed finite element method for MT and
EM inversion. The Ha et al. technique must define the electric field rather than apparent resistivity in order to
exploit the adjoint state of the Poisson equation. By doing so, the dc inversion based on backpropagation tech-
nique has emerged as a new method for DC inverse problem.

In this paper on MT inversion, the objective function is based on the complex apparent resistivity, which is
calculated by using the ratio of electric field to magnetic field [6]. The key point in this paper is to define the objec-
tive function using the logarithm of the complex apparent resistivity as introduced by Shin and Min [22] in seis-
mic inversion. By taking the logarithm of the ratio of modeled field to measured field, Shin and Min separated the
objective function into l2 norm with amplitude-only or phase-only or both amplitude and phase. In this study, we
follow their approach to define a new objective function for MT inversion, which leads naturally to the compu-
tation of the steepest descent direction, without computing the Jacobian matrix explicitly, by exploiting the sym-
metry of the Green’s function of mixed finite element method derived for Maxwells’ equation.

We begin by stating a governing equation for our MT inversion and briefly introduce the mixed finite ele-
ment method for MT modeling. Then, we will discuss the theory of steepest descent method and backprop-
agation technique using the adjoint state of Maxwell’s equations for our MT inversion. Finally, we
demonstrate our algorithm by showing three inversion results via our algorithm.
2. The governing equation

2.1. Two-dimensional magnetotelluric modeling: TM mode

Time harmonic Maxwell’s equations [11] are given as
ðrþ ix�ÞE�r�H ¼ Js ð1aÞ
ixlHþr� E ¼ �Ms; ð1bÞ
where E is the electric field and H the magnetic field; Js is an electric current source and Ms is a magnetic mo-
ment source; x, �, l, and r denote an angular frequency, the electric permittivity, magnetic permeability and
conductivity, respectively, which satisfy the following bounds for any complex vector n,
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For a 2-D magnetotelluric inversion, we limit the computational domain to the conductivity domain z P 0.
Note that, as shown in Fig. 1, z is positive below the surface. In MT inversion, xe is close to 1

2T 10�10, where
T is the period of a micropulsation [6]. Neglecting xe, the governing equation consisting of a two-dimensional
vector function E = (Ex,Ez) and the scalar potential function H = Hy is given by
Fig. 1.
The b
C1 ¼ f
rEx ¼ �
oH y

oz
; for z > 0;

rEz ¼
oHy

ox
; for z > 0; ð3aÞ

oEx

oz
� oEz

ox
¼ �ixlHy ; for z > 0;

Hy ¼ 1; for z ¼ 0: ð3bÞ
By rearranging Eq. (3), we obtain the well-known TM-equation:
�r � 1

r
rHy

� �
þ ixlH y ¼ 0: ð4Þ
By introducing a two-dimensional curl for a vector function w and a scalar function /, we can express $ · w

and $ · / as
r� w ¼ owx

oz
� owz

ox
; r� / ¼ � o/

oz
;
o/
ox

� �
:

Using this notation, Eq. (3) can be rewritten as
rE�r� H ¼ 0; for z > 0; ð5aÞ
� r � E� ixlH ¼ 0; for z > 0; ð5bÞ
H ¼ 1; for z ¼ 0: ð5cÞ
In this study, we only consider the primary fields in our computation and neglect the secondary field for the
moment. Let the primary field Exp(z) and Hyp(z) be denoted as
Ex ¼ Aeikz; ð6aÞ

Hy ¼
k

xl
Aeikz; ð6bÞ
where k2 = ixlrp is the square of the wavenumber, or k is related to the skin depth d as follows:
k ¼ ðixlrpÞ1=2 ¼ 1þ i

d
; ð7Þ
where d ¼ ð2=xlrpÞ1=2, and the electric conductivity rp = rp(z) is a conductivity on horizontally layered earth
with no inhomogeneity and is only dependent on the depth z [5,6,10].
Domain of resistivity exploration experiment. X is the computational domain. z = 0 is ground surface and z increases downwards.
oundary of the domain X is denoted by C = oX, which is composed of the union of four parts, Ci, i ¼ 1; . . . ; 4. Here,
ðx; zÞjz ¼ 0g, C2 ¼ fðx; zÞjx ¼ 0g, C3 ¼ fðx; zÞjx ¼ xmaxg and C4 ¼ fðx; zÞjz ¼ zmaxg.
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Here and in what follows, we define the scattered (secondary) electric vector field and magnetic scalar
potential, Es and Hs, respectively, and can express them as
Es ¼ ðEx � Exp;EzÞ;
H s ¼ H � Hxp:
Then, Eq. (5) becomes
rEs �r� H s ¼ �g; for z > 0; ð8aÞ
� r � Es � ixlH s ¼ 0; for z > 0; ð8bÞ
H s ¼ 0; for z ¼ 0; ð8cÞ
where g ¼ ðr� rpÞðExp; 0ÞT.

2.2. Boundary condition

We restrict the computational domain for Eq. (5) to two-dimensional bounded and conductive domain
X ¼ ½0; xmax� � ½0; zmax� (see Fig. 1). The uppermost layer of X represents the interface separating the air and
the conducting domain, as shown in Fig. 1. The computational domain is reduced to an isolated rectangular
block with suitable boundary conditions. Then, we can divide the boundary of the computational domain X
into four parts expressed as follows: C1 ¼ fðx; zÞj0 < x < xmax; z ¼ 0g, C2 ¼ fðx; zÞj0 < z < zmax; x ¼ 0g,
C3 ¼ fðx; zÞj0 < z < zmax; x ¼ xmaxg and C4 ¼ fðx; zÞj0 < x < xmax; z ¼ zmaxg. We apply following the boundary
condition on C1, C2 and C3:
H s ¼ 0; on C1; ð9aÞ
oH s

ox
¼ Es � s ¼ 0; on C2 and C3; ð9bÞ
where s is counterclockwise tangential vector [27]. In order to minimize the effect caused by the artificial
boundaries, we impose the absorbing boundary condition introduced by Sheen [19]:
ð1� iÞaEs � sþ H s ¼ 0; on C4; ð10Þ
where a = (r/2lx)1/2 and s is the unit tangent vector to oX.
2.3. Mixed finite element method

Numerical algorithms for MT modeling have been proposed by many geophysicists and applied mathema-
tician over several decades [10,18,25,26,30]. Wannamaker et al. [25] used a finite element method to solve the
two-dimensional scattering problem by using the standard formulation of Maxwell’s equations. The MOM
method for the forward calculation by finite element method was described in Rodi [16]. The MOM method
is more useful in TM mode than TE mode. Mackie et al. [9] presented a finite difference procedure for three-
dimensional magnetotelluric modeling. Recently, Santos et al. [18,30] and Ha et al. [3] proposed the parallel
algorithm using domain decomposition method. In our numerical implementation, we adapted H(curl;X)-con-
forming finite element for Maxwell’s equation suggested by Nédélec [12]. For a detailed numerical implemen-
tation, we refer the reader to deal.II of IWR [1].

The matrix equation for mixed problem in Eqs. (8)–(10) is given by
Ae� Bhþ Ce ¼ s; ð11aÞ
� BTe�Dh ¼ 0; ð11bÞ
where A and D are mass matrices, B is a stiffness matrix and C is a matrix obtained from the given boundary
conditions. Note that C and D are diagonal matrices. e and h are the finite element solutions for electric field
vector and magnetic scalar potential, respectively, and s is the source vector. Fig. 2 displays the nodes used for



Fig. 2. Two-dimensional mesh in the computational domain. � represents the nodes for Ex, M represents the nodes for Ez, and �
represents the nodes for Hy.
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computation of electric vector field and magnetic scalar potential. The magnetic potential is computed at the
center of a element, whereas the electric field vector is computed at the average point of nodes of horizontally
and vertically located adjacent nodes. By arranging Eq. (11), we have
Ku ¼ r; ð12Þ

where
K ¼
Aþ C �B

�BT �D

� �
; u ¼

e

h

� �
; r ¼

s

0

� �
:

Since the governing equation is self-adjoint, we note that the matrix K is symmetric, which guarantees source
and receiver reciprocity. Furthermore, we know that the matrices A, C, electric vector field e, magnetic scalar
potential h and source vector r are functions dependent on resistivity of the computational domain, which en-
ables us to take derivative of them with respect to model parameter (resistivity).

3. Inverse theory

3.1. Mitfit functional

In the frequency domain, the transverse MT response represents the ratio of electric field to magnetic field.
Following [17], we can define the complex apparent resistivity as follows:
qc
xy ¼

i

xl
Ex

H y

� �2

: ð13Þ
From Eq. (13), we define the amplitude and phase of apparent resistivity qc
xy :
qxy ¼ qc
xy

��� ���; /xy ¼ Argðqc
xyÞ:
Following Shin and Min’s approach [22], we define the objective function W as the l2 norm of the logarithm
amplitude ratio and phase difference as
WðpÞ ¼ 1

2

XNx

jx¼1

XNr

jr¼1

ln
qjr

xy

qd;jr
xy

 !2

þ /jr
xy � /d;jr

xy

� �2

2
4

3
5; ð14Þ
where Nx and Nr are the numbers of selected frequencies and receiver positions and p ¼ ðp1; . . . ; pJ Þ is the
model parameter vector. qjr

xy and /jr
xy are the amplitude and phase of the complex apparent resistivity computed

for the current model and qd;jr
xy and /d;jr

xy are the amplitude and phase of the complex apparent resistivity mea-
sured in the field. Note that we can separate the objective function expressed in Eq. (14) into two types. We can
construct the objective function that is expressed as the amplitude ratio by neglecting the phase term in Eq.
(14). Similarly, by omitting the amplitude ratio, we can build the objective function that consists of the phase
difference only.
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3.2. Steepest descent method using backpropagation technique

In the classical optimization technique, we iteratively update the model parameter vector p using the fol-
lowing relationship by computing the steepest descent direction of the given objective function with respect
to model parameter:
plþ1
k ¼ pl

k � alrpk
WðpÞ; k ¼ 1; . . . ; J ð15Þ
where l is the iteration number, al is the arbitrarily chosen step length and oWl/oqk is the direction normal to
the contours of the constant objective function.

In order to implement the steepest descent direction, we need to compute the derivative of the objective
function with respect to the model parameter vector p. Taking derivative of the objective function given by
Eq. (14) yields
rpk
W ¼
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ln
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; ð16Þ
where ejr
x ¼ jEjr

x j, hjr
y ¼ jH jr

y j and hjr
E ¼ ArgðEjr

x Þ, hjr
H ¼ ArgðH jr

y Þ. We can easily identify the following equations
(see Appendix A):
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: ð17cÞ
Substituting Eq. (17) into Eq. (16) yields Eq. (18)
rpk
W ¼ 2
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where rjr
xy ¼ ln Ejr

x

Hjr
y
� ln Ed;jr

x

Hd;jr
y
¼ ln qc;jr

xy � ln qc;d;jr
xy .
Fig. 3. Calculation of Ejr
x by interpolation between Ejr ;T

x and Ejr ;B
x at the jrth measured points.



T. Ha, C. Shin / Journal of Computational Physics 225 (2007) 237–262 243
The apparent resistivities are calculated in the vicinity of the surface. In our numerical computational mesh
shown in Fig. 3, we calculate the apparent resistivity at the center of an element and calculate Ex by taking its
average at two adjacent nodes. We can express Ex as
Ejr
x ¼

1

2
Ejr ;B

x þ Ejr ;T
x

� 	
:

For convenience and to avoid confusion, we call Ejr ;B
x the B-node electric vector field and Ejr ;T

x the T-node elec-
tric vector field, respectively. By using these notations, we can express Eq. (18) as
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In Eq. (19), we regard Ex,s as the x component of Es. Since Ex = Exp + Ex,s and H = Hxp + Hs, we know that
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Using the above relations, Eq. (19) can be rewritten as Eq. (20)
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Let
u ¼ E1
x;s � � �ENr

x;s � � �EJEx
x;s E1

z;s � � �ENr
z;s � � �EJEz

z;s H 1
y;s � � �HNr

y;s � � �H
J Hy
y;s

h iT

;

where J Ex , J Ez and J Hy are the numbers of unknown parameters for Ex, Ez and Hy, respectively. Then, we can
rewrite Eq. (20) as
rpk
W ¼ Re

XNx

jx¼1

ouT

opk

~rB þ
ouT

opk

~rT

� �
: ð21Þ
Here, ~rB and ~rT are ðJ Ex þ J Ez þ J Hy Þ � 1 vectors, which are composed of 1
Ej

x
ðrj

xyÞ, j ¼ 1; . . . ; J Ex , and 1
Hk

y
ðrk

xyÞ,
k ¼ 1; . . . ; J Hy . By using augmenting zeroes in entries except those corresponding to receivers, we can express
~rB and ~rT as
1
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; ð22Þ
where entries of ~rB correspond to T-node of receiver position from 1 to Nr with augmented receiver locations
and entries of ~rT correspond to B-node of receiver position from 1 to Nr with augmented receiver locations.
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(For T- and B-node, see Fig. 3). By taking derivative of Eq. (12) with respect to the kth model parameter as
Rodi [16] and Pratt et al. [15] did, we can express the partial derivatives of the electric vector field and magnetic
scalar potential as
oK

opk

uþ K
ou

opk

¼ or

opk

;

ou

opk

¼ K�1 � oK

opk

uþ or

opk


 �
: ð23Þ
Let f*,k be � oK
opk

uþ or
opk

and call it the virtual source vector required to compute the partial derivatives.

Since oK
opk

is expressed by an elemental matrix consisting of 4 · 4 nonzero elements and or
opk

has numerical
supports at the four elements in the 4 · 1 column vector, the computation of f*,k is a trivial task. By
exploiting the symmetry of matrix K (adjoint state of mixed finite element method for the governing equa-
tion in this paper) and following Ha et al. [2], we can efficiently compute the steepest descent direction
without computing the partial derivatives explicitly. With virtual source vector, we express the steepest des-
cent direction as
rpk
W ¼ Re

XNx

jx¼1

½f�;k�T K�1~rB

� 	
þ ½f�;k�T K�1~rT

� 	� �
; ð24Þ
where ðK�1ÞT ¼ K�1. Note that Eq. (24) is basically identical to the equation for reverse time migration of seis-
mic data of Shin and Min [22] and for dc inversion by Ha et al. [2].

We have three steps for computing the steepest descent direction. First, we forward model data, compute
the virtual source vector for each parameter and save it into core memory. Next, we compute the residual vec-
tor that is defined in Eq. (22) and forward model again. In exploration seismology, geophysicists call this pro-
cedure backpropagation of residuals and use it to generate the backpropagated field K�1ð~rB þ ~rTÞ. Finally, we
compute the steepest descent direction by calculating the dot product of the virtual source and the backprop-
agated fields.

By substituting Eq. (24) into Eq. (15) and using the Levenberg–Marquardt method [7] or by introducing a
damping term to regularize the steepest descent method, the steepest descent method for MT inversion can be
rewritten as
plþ1
k ¼ pl

k � alRe
XNx

jx¼1

diagðHa þ kIÞ�1
h i

k
½f�;k�T K�1½~rB þ ~rT�

� 	
; k ¼ 1; . . . ;M ð25Þ
where I is the identity matrix, k is the damping factor, and Ha is the Hessian, which can be approximated by
Ha � diagðJTJÞ [2,21]. In our algorithm, we replace the diagonal of the Hessian by a pseudo Hessian proposed
by Shin et al. [20].
3.3. Advantage of MT inversion over the conventional Gauss–Newton method

In experiments of seismic, DC and EM exploration, we usually have multiple sources, ranging from few
hundreds to hundreds of thousands. For inversion of these multiple source geophysical problems via the
Gauss–Newton method, once we factor the resulting matrix generated from the finite element method or
the finite difference method for corresponding equations, we must perform m backward and forward sub-
stitutions for efficient calculation of the Jacobian matrix and Hessian matrix, by invoking reciprocity the-
orem [22,2] (m is the number of source and receiver points that does not overlap for every source
experiment). However, in our MT inversion,we need two backward and forward substitutions at each iter-
ation in order to calculate the steepest descent direction of our given objective function. One of these is to
calculate a complex apparent resistivity in forward modeling stage Eq. (12). The other is to backpropagate
the residual vector defined in Eq. (14) in order to compute the backpropgated field. Hence, our backprop-
agation technique is better suited to MT inversion than any other geophysical problems such as dc, EM and
seismic inverse problems.
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4. Numerical experiment

Many geophysical investigations have suffered the lack of resolution with depth for MT inversion
[23,28,8,17]. Our method also has difficulties to improve the depth resolution. In order to verify our inversion
algorithm for synthetic data, we choose three geological models. One is a conductive body embedded in a
homogeneous half space. Second is a model that have two conductive bodies layered in a homogeneous half
space. Third is a model that more complex conductive bodies embedded in half space. For these three syn-
thetic models, we compare the results of an optimization algorithm given by the objective function corre-
sponding to amplitude-only or phase-only or both amplitude and phase, respectively.

Furthermore, we test two kind of parameterization by subdividing a given model into different sized cells. One
is to parameterize the model cell by cell. The other is block parameterization. In case of block parameterization,
the partial derivatives of apparent resistivity with respect to the resistivity block qB can be obtained by using
Fig. 4.
Resisti
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For stop criterion, the RMS error r(l) for iteration number l can be defined as
rðlÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
WlðqÞ

N

s
n;
where N is the product of the numbers of receiver position and frequency. We terminate the iteration when
(r(l) � r(l + 1))/r(1) is less than 10�5 for both cell parameterization and block parameterization. To prevent
the oscillation of RMS error during iteration, we use a large damping factor and a small step length. Therefore
we have slow convergence. Therefore, we experimented with the inversion of synthetic data by both cell and
block parameterization.

In MT inversion, there are two choices in parameterizing the model parameter. One is to select the resis-
tivity as model parameter, the other is to use the conductivity as model parameter. However, taking the log-
arithm of resistivity or conductivity leads to the same form of equation [24,2], and vice versa. In this paper, we
choose our unknown as the resistivity q as our unknown.

In our numerical experiments, we used the frequency range from 0.01 to 100 Hz. This takes into account the
skin effect. Different depths of penetration occur for different frequencies. This allows one to detect the var-
iation of resistivity with depth. The proposed algorithm was implemented on the serial SMP machine
equipped with Xeon 3.0 GHz. The CPU times needed for one iteration for Model I and Model II are about
45 s, and the CPU time needed for one iteration for Model III is about 20 s.

4.1. Model I: a rectangular block embedded in a homogeneous half space

The sizes of the surrounding homogeneous space and the conductive block are 40 km · 20 km and
8 km · 6 km, respectively. The resistivities of the background half space and the conductive body are
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100 X-m and 10 X-m, respectively, as shown in Fig. 4. For an initial model, we choose a homogeneous model
of resistivity of 100 X-m, locate 81 receivers at the surface at an interval 200 m, and use 11 frequencies in the
range 0.01–100 Hz evenly spaced on a logarithmic scale. The model parameterization for MT inversion divides
Fig. 8. Resistivity regions given by the inversion algorithm with the cell block of 1000 m · 1000 m (a) the inverted result using both
amplitude and phase at 903th iteration, (b) the inverted result using amp-only at 1501th iteration, (c) the inverted result using phase-only
at 1901th iteration, and, (d) the resistivity values extracted at the center of the surface. Resistivity scales have units log10 X-m.
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the computational domain into a uniform grid. The number of grid points in the horizontal direction is 200
and that in the depth direction is 100. Therefore, we have 20,000 model parameters but when we use cell block
(each block is 1000 m · 1000 m), we have 800 model parameters.

Figs. 5 and 8 show the results obtained by an inversion algorithm using the backpropagation technique
with cells (each cell is 200 m · 200 m), and with cell blocks (each block is 1000 m · 1000 m), respectively. Figs.
5 and 8, (a), (b) and (c) represent the inverted image obtained from both amplitude and phase, amplitude-only
and phase-only, respectively, and (d) shows the resistivity profile extracted at the center of the surface as a
function of depth. From the inverted results, it is immediately obvious that the inverted image obtained by
using both amplitude and phase is more similar to the true model than ones obtained using amplitude-only
or phase-only. Moreover, from Figs. 5 and 8, we see that the inverted image for a small-size cell parameter-
ization model shows smoother structure than the model with block parameterization, since the problem of cell
parameterization has more unknowns than one with block parameterization. Figs. 6 and 9 display the graph
of RMS errors for the inversion algorithms using three different objective functions. The RMS error for the
objective function for both amplitude and phase is much smaller than that for the other two objective func-
tions. We define the relative RMS error ratio of initial error to kth iteration error as r(k)/r(1), where k is the
smallest iteration number satisfying the stop criterion.

From Table 1, the relative RMS error for both amplitude and phase is smaller than that for other inversion
algorithms. Figs. 7 and 10 show the residuals for amplitude and phase of complex apparent resistivity. The
resistivity scale has units of log10 X-m and the unit of phase is Degree. At 0.01 Hz, 1 Hz and 100 Hz, we com-
pare the residuals for the true model and for the inverted model. From Figs. 7 and 10, we observe that the
residuals of amplitude are larger at higher frequency, but the residuals of phase are larger at lower frequency.

4.2. Model II: two rectangular blocks embedded in a homogeneous half space

The sizes of the surrounding homogeneous space and the two conductive blocks are 40 km · 20 km and
8 km · 6 km, respectively. The resistivity of the surrounding half space is 100 X-m, whereas the resistivity
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Fig. 9. History of RMS error for different inversion methods using block parameterization in Model I. Solid line denotes history for RMS
error of simultaneous inversion, dotted line denotes history for RMS error of amplitude only inversion and dash-dot line denotes history
for RMS error of phase only inversion.

Table 1
The relative rms error ration r(k)/r(1) for the three models using the three objective functions

Type of objective function Relative rms error ratio r(k)/r(1)

Both amplitude and phase Amplitude only Phase only

Cell size 200 · 200 1000 · 1000 200 · 200 1000 · 1000 200 · 200 1000 · 1000
Model I 12.9% 12.8% 27.8% 21.9% 19.3% 19.4%
Model II 13.4% 13.7% 30.3% 23.5% 21.0% 21.0%
Model III 5.68% 5.36% 8.96% 8.32% 8.68% 8.47%

Here, k is the smallest number of iterations which satisfied the stop criterion.
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of the left conductive body is 20 X-m and the resistivity of the right conductivity body is 10 X-m. We choose
the model that places both buried conductive bodies at same depth 2 km as shown in Fig. 11. We locate 81
receivers at the surface at an interval 200 m, and use 31 frequencies that range from 0.01 to 100 Hz evenly
spaced on a logarithmic scale.
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Fig. 10. Apparent resistivity and impedance phase in TM-mode using amplitude and phase, amplitude only and phase only method of
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Fig. 11. 2-D true model used for resistivity inversion where both buried conductive block are located starting at 2 km depth from the earth
surface. Resistivity scale has units log10 X-m.
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For an initial model for numerical test, we choose a homogeneous model of resistivity of 100 X-m. Figs. 12
and 15 show the results obtained by an inversion algorithm for cells and cell blocks, respectively. Figs. 12 and
Fig. 12. Resistivity regions given by the inversion algorithm with the cell block of 200 m · 200 m: (a) the inverted result using both
amplitude and phase at 1901th iteration, (b) the inverted result using amp-only at 903th iteration, (c) the inverted result using phase-only
at 1501th iteration, and, (d) the resistivity extracted at �8 km (left) and 8 km (right) points on the surface as function of depth. Resistivity
scales have units log10 X-m.
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Fig. 15. Resistivity regions given by the inversion algorithm with the cell block of 1000 m · 1000 m: (a) the inverted result using both
amplitude and phase at 1101th iteration, (b) the inverted result using amp-only at 150th iteration, (c) the inverted result using phase-only
at 1901th iteration, and, (d) the resistivity extracted at �8 km (left) and 8 km (right) points on the surface as function of depth. Resistivity
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Fig. 16. History of RMS error at each different inversion methods using block parameterization in Model II. Solid line denotes history for
RMS error of simultaneous inversion, dotted line denotes history for RMS error of amplitude only inversion and dash-dot line denotes
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Fig. 17. Apparent resistivity and impedance phase in TM-mode using amplitude and phase, amplitude only and phase only method of
inversion. Resistivity (qxy) scale has units log10 X-m and phase (/xy) scale has units of Degree: (a) frequency at 0.01 Hz; (b) frequency at
1 Hz; and (c) frequency at 100 Hz.
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Fig. 18. The model size is 60 km · 10 km. The model consists of conductive blocks buried in Earth. The resistivity from 2 km depth is
100 X-m. Below the depth of 2 km, the resistivities for four regions from left to right are 20, 40, 60 and 80 X-m, respectively. Resistivity
scale has units log10 X-m.
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Fig. 19. Resistivity regions given by the inversion algorithm with the cell block of 200 m · 200 m: (a) the inverted result using both
amplitude and phase at 201th iteration, (b) the inverted result using amp-only at 1501th iteration, (c) the inverted result using phase-only
at 379th iteration, and, (d) the resistivity extracted at 5 km along the depth. Resistivity scales have units log10 X-m.
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15(a), (b) and (c) represent the inverted images for both amplitude and phase, amplitude-only and phase-only,
respectively, while Figs. 12 and 15(d) show the resistivity profile extracted at 8 km and �8 km points on the
surface as function of depth. From Figs. 12 and 15(d), we know that the resistivity profile of the anomaly with
higher resistivity is easier to recover than that of the anomaly with lower resistivity.

From Figs. 12 and 15, we can confirm again that the cell parameterization results in obtaining a smoother
recovered structure than block parameterization since the problem with the cell parameterization has more
unknowns than one with the block parameterization since the problem with the cell parameterization has
more unknowns than one with the block parameterization. From the inverted results, it is clear that the
inverted image obtained using both amplitude and phase converges better to the original image than that
obtained using amplitude-only or phase-only. Figs. 13 and 16 display the graph of history of RMS errors
for inversion algorithms using three different types of objective functions. As observed in Model I test, the
RMS error for the objective function of both amplitude and phase is the smallest one among the three different
objective functions.
Fig. 22. Resistivity regions given by the inversion algorithm with the cell block of 1000 m · 1000 m: (a) the inverted result using both
amplitude and phase at 207th iteration, (b) the inverted result using amp-only at 801th iteration, (c) the inverted result using phase-only at
501th iteration, and, (d) the resistivity extracted at 5 km along the depth. Resistivity scales have units log10 X-m.
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Fig. 23. History of RMS error for each different inversion methods using cell parameterization in Model III. Solid line denotes history for
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From Table 1, the relative RMS error ratio for inversion algorithm using both amplitude and phase is smal-
ler than that using other inversion algorithms. Figs. 14 and 17 show the residual of amplitude and phase of
complex apparent resistivity. At 0.01 Hz, 1 Hz and 100 Hz, we compare the residuals for the true model
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Fig. 24. Apparent resistivity and impedance phase in TM-mode using amplitude and phase, amplitude only and phase only method of
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and the inverted model. From the results of Figs. 14 and 17, we observe that the residuals of amplitude are
almost same at higher frequency, but the residuals of phase are larger at lower frequency.
4.3. Model III: complex rectangular blocks in a half space

The size of the surrounding homogeneous space is 60 km · 10 km. The resistivity up to 2 km depth is
100 X-m, and below the depth 2 km, the resistivities of the four regions (which extend from 2 km to 10 km
depth) from left to right are 20, 40, 60 and 80 X-m, respectively (see Fig. 18). We locate 290 receivers at
the surface with an interval 200 m, and use 15 frequencies that range from 0.01 to 100 Hz evenly spaced on
a logarithmic scale.

For an initial model for numerical test, we choose a homogeneous model of resistivity of 100 X-m. Figs. 19
and 22 show the results obtained by an inversion algorithm using cells and cell blocks, respectively. Figs. 19
and 22(a), (b) and (c) represent the inverted images for both amplitude and phase, amplitude-only and phase-
only, respectively, while Figs. 19 and 22(d) show the resistivity profile extracted at a depth of 5 km. In Figs. 19
and 22(d), we see that at the lowest resistivity anomaly, the resistivity obtained using both amplitude and
phase is closest to the original resistivity among inversions with the three objective functions. Figs. 20 and
23 display the graph of history of RMS errors for inversion algorithms using three different types of objective
functions. As observed in Model I and II tests, the RMS error for the objective function of both amplitude and
phase is the smallest one among three different objective functions.

From Table 1, the relative RMS error ratio for inversion algorithm using both amplitude and phase is smal-
ler than that using other inversion algorithms. Figs. 21 and 24 show the residual of amplitude and phase of
complex apparent resistivity. At 0.01 Hz, 1 Hz and 100 Hz, we compare the residuals for the true model
and the inverted model. From the results of Figs. 21 and 24, we know that the residuals of both amplitude
and phase are more sensitive at 1 Hz.
5. Conclusion

In this paper, instead of defining the objective function as l2 norm with apparent resistivity, we construct an
objective functions with logarithm of complex apparent resistivity. Our logarithmic technique enables us to
perform the inversion to obtain the amplitude of the apparent resistivity, or the phase of the apparent resis-
tivity, or both simultaneously. The objective functions are separated into three types, and are constructed
using amplitude-only, phase-only and both amplitude and phase of complex apparent resistivity.

We calculate the steepest descent direction for each of the three types of objective functions without com-
puting the Jacobian matrix explicitly. The steepest descent direction is obtained by the backpropagation tech-
nique combined with inner product between the virtual source and backpropagated residuals. Our algorithm
backpropagates the residual vector defined as the logarithm of the ratio of the modeled apparent resistivity
and the observed apparent resistivity measured in the field, instead of backpropagating the residual of apparent
resistivity. Therefore, our algorithm share features of the seismic algorithm proposed by Shin and Min [22].

The advantage of our algorithm lies in the fact that we do not have multiple right-hand side vectors in
MT forward modeling, which arises in multiple source problems such as dc, EM and seismic experiments.
Once we factor the resulting impedance matrix, we can efficiently compute the steepest descent direction
by simple backward and forward substitutions of the already factored impedance matrix without incurring
extra computational cost. From three numerical experiments, we see that inversion with the cell by cell
parameterization produces smoother image than the inversion with block parameterization. Moreover, we
confirm that the inversion with simultaneous use of amplitude and phase produce the best resolution in
our synthetic models.

We have proposed the MT inversion under the modeling of TM-mode. For the MT inversion theory under
the modeling of TE-mode, we can extend the theory without any difficulty. In the future, we plan to apply MT
inversion to anisotropic media. Of course, we feel that the conjugate-gradient method used in the inversion
significantly reduces the computation time.
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Appendix A. Proof of Eq. (17)

For each frequency x, we can express the electric field vector as
ExðxÞ ¼ exðxÞ expðihEðxÞÞ; ðA:1aÞ
EzðxÞ ¼ ezðxÞ expðihEðxÞÞ; ðA:1bÞ
H yðxÞ ¼ hyðxÞ expðihH ðxÞÞ; ðA:1cÞ
where ex, ez, hy are the amplitudes, and hE and hH are the phases. Similarly, the measured field vectors at the
surface can be expressed as
Ed
x ðxÞ ¼ ed

x ðxÞ expðihd
EðxÞÞ; ðA:2aÞ

Ed
z ðxÞ ¼ ed

z ðxÞ expðihd
EðxÞÞ; ðA:2bÞ

H d
y ðxÞ ¼ hd

y ðxÞ expðihd
HðxÞÞ: ðA:2cÞ
Dividing Eq. (A.2) by Eq. (A.1) and taking the logarithm gives
ln
Ex

Ed
x


 �
¼ ln
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x


 �
þ i hE � hd

E

� 
; ðA:3aÞ
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 �
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 �
þ i hE � hd

E

� 
; ðA:3bÞ

ln
H y

Hd
y

" #
¼ ln
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y

" #
þ i hH � hd

H

� 
: ðA:3cÞ
Differentiating Eq. (A.1) with respect to pk we have
oEx

opk

¼ oex

opk

expðihEÞ þ iex expðihEÞ
ohE

opk

; ðA:4aÞ

oEz

opk

¼ oez

opk

expðihEÞ þ iez expðihEÞ
ohE

opk

; ðA:4bÞ

oHy

op
¼ ohy

op
expðihH Þ þ ihy expðihH Þ

ohH

op
: ðA:4cÞ
k k k
Dividing Eq. (A.4) by Eq. (A.1) gives
1

Ex

oEx

opk

¼ 1

ex

oex

opk

þ i
ohE

opk

; ðA:5aÞ

1
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¼ 1
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þ i
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opk

; ðA:5bÞ

1

Hy

oH y

opk

¼ 1

hy

ohy

opk

þ i
ohH

opk

: ðA:5cÞ
We can see easily that Eq. (A.5) implies Eq. (17).
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Appendix B. Theory of inversion with objective function defined by amplitude-only or phase-only

We define the objective function W using logarithm amplitude ratio only as
WðpÞ ¼ 1

2

XNx

jx¼1
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ln
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xy

qd;jr
xy

" #2

: ðB:1Þ
Taking derivative of the objective function given by Eq. (B.1) yields
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Therefore,
rpk
W ¼ Re

XNx

jx¼1
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~rB þ
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� �
; ðB:3Þ
where ~rB or ~rT are
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Similarly, for inversion with phase-only, we define the objective function using phase of complex apparent
resistivity as
WðpÞ ¼ 1
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The partial derivative of the objective function given by Eq. (B.5) becomes
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Therefore,
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where ~rB or ~rT can be expressed by
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